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Abstract An approach is presented for identifying

statistical characteristics of stratigraphies from borehole

and hydraulic data. The approach employs a Markov-chain

based geostatistical framework in a stochastic inversion.

Borehole data provide information on the stratigraphy

while pressure and flux data provide information on the

hydraulic performance of the medium. The use of

Markov-chain geostatistics as opposed to covariance-based

geostatistics can provide a more easily interpreted model

geologically and geometrically. The approach hinges on

the use of mean facies lengths (negative inverse auto-

transition rates) and mean transition lengths (inverse cross-

transition rates) as adjustable parameters in the stochastic

inversion. Along with an unconstrained Markov-chain

model, simplifying constraints to the Markov-chain model,

including (1) proportionally-random and (2) symmetric

spatial correlations, are evaluated in the stochastic inver-

sion. Sensitivity analyses indicate that the simplifying

constraints can facilitate the inversion at the cost of spatial

correlation model generality. Inverse analyses demonstrate

the feasibility of this approach, indicating that despite some

low parameter sensitivities, all adjustable parameters do

converge for a sufficient number of ensemble realizations

towards their ‘‘true’’ values. This paper extends the approach

presented in Harp et al. (doi:10.1029/2008GL033585, 2008)

to (1) statistically characterize the hydraulic response of a

geostatistical model, thereby incorporating an uncertainty

analysis directly in the inverse method, (2) demonstrate that a

gradient-based optimization strategy is sufficient, thereby

providing relative computational efficiency compared to

global optimization strategies, (3) demonstrate that the

approach can be extended to a 3-D analysis, and (4) introduce

the use of mean facies lengths and mean transition lengths as

adjustable parameters in a geostatistical inversion, thereby

allowing the approach to be extended to greater than two

category Markov-chain models.

Keywords Markov-chain geostatistics � Stratigraphy �
Model inversion

1 Introduction

Aquifers are often comprised of stratigraphic units with

distinct sedimentological characteristics as well as litho-

logical and mineralogical composition. In cases where the

effective hydrogeologic properties of these stratigraphic

units are distinct as well (e.g. LaBolle and Fogg 2001;

Gégo et al. 2001; Fienen et al. 2004), information per-

taining to the stratigraphy can be inferred from the

hydrogeologic behavior of the aquifer. If the stratigraphy is

known at some locations (e.g. based on borehole logs or

outcrops), this information can be used to constrain the set

of possible aquifer structures using various geostatistical

techniques (e.g. covariance-based, Deutsch and Journel

1992, and Markov-chain-based, Carle and Fogg 1996,

indicator co-kriging). However, given the typically sparse

hydraulic and geologic observations available from most

aquifers, the number of possible structures concurrent with

the available data is generally large. Therefore, estimation
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of the stratigraphy must be posed in a stochastic frame-

work. A set of geologically-equally-probable stratigraphies

can be represented by a single geostatistical model. This

allows the problem of aquifer structure identification to be

simplified to the identification of a set of structures exhibit-

ing highly-probable hydraulic characteristics conditioned on

the available data.

In order to model the aquifer structure as a composition

of distinct stratigraphic units, we employ a multidimen-

sional continuous-lag Markov-chain model of the spatial

variability of categorical variables. In this case, aquifer

heterogeneity is assumed to be composed of spatially-dis-

continuous structures characterized by distinct stratigraphic

units with uniform properties. This approach is appropriate

not only for cases where the hydrogeologic properties of

the stratigraphic units are distinct and approximately

uniform, but also for watershed-to-basin scale models

where delineations of large-scale changes in properties are

the most important characteristics (Cardiff and Kitanidis

2009). The Markov-chain model is represented in a tran-

sition-probability framework describing the auto- and

cross-transition probabilities of the categorical variables at

specific lag distances (Carle and Fogg 1997).

A given geostatistical model defines spatial character-

istics of a stratigraphy using statistical parameters. There-

fore, any geostatistical model defines an infinite set of

stratigraphies exhibiting defined statistical spatial charac-

teristics. Equally-probable realizations of this infinite set of

stratigraphies can be generated using conditional simula-

tion. While the equally-probable realizations of a geosta-

tistical model may exhibit deviations from the defined

spatial characteristics, statistical inferences of these char-

acteristics are expected to converge to the defined param-

eter values at a sufficiently large set of realizations.

Similarly, we demonstrate that convergent statistical

inferences can be obtained that define the hydraulic

response of an aquifer given a sufficient number of

stochastic realization from a geostatistical model. This is

fundamental to the structure identification approach pre-

sented here, providing a necessary link between strati-

graphic spatial correlation and aquifer hydraulic response.

We utilize this link to explore the plausibility of geosta-

tistical models by comparing hydraulic responses inferred

from sets of realizations from geostatistical models to

observed hydraulic responses.

If the available geological data from an aquifer is

obtained from vertical boreholes, characteristics of the

vertical spatial correlation of stratigraphic units (e.g. jux-

tapositional tendencies and mean lengths) can be estimated

directly (Zhang and Li 2008). However, given the sparse

and discontinuous nature of such data in the horizontal

plane, direct computation of the horizontal juxtapositional

tendencies and mean lengths is not always possible

(Weissmann and Fogg 1999). While mean lengths can be

estimated indirectly by inference based on discontinuous

geologic observations, these estimates can be highly

uncertain. Recognizing this situation, we have conducted

an analysis assuming that the vertical spatial correlation

model is known, focusing on demonstrating the ability to

complete the 3-D spatial-correlation model by inferring the

horizontal spatial correlations using hydraulic data.

The use of covariance-based geostatistics have been

developed and demonstrated to be useful in many applica-

tions (Gómez-Hernández et al. 2003; Neuman 2004).

Hendricks Franssen and Gómez-Hernández (2002) demon-

strate a stochastic continuum approach to estimate hydraulic

conductivity at a fractured site. Serre et al. (2003) and Orton

and Lark (2007) demonstrate the use of a Bayesian Maxi-

mum Entropy (BME) approach to estimate heterogeneous

property fields. Recently, Zanini and Kitanidis (2009) pro-

posed the use of a Markov-Chain Monte Carlo (MCMC)

approach to generate conditional realizations of high-con-

trast transmissivity fields using a quasilinear approach

and Huang et al. (2009) explored the use of data assimila-

tion using the Ensemble Kalman filter (ENKF) to

estimate hydraulic conductivity to improve solute transport

prediction.

However, the use of Markov-chain geostatistics has seen

limited development. Carle et al. (1998) demonstrate the

use of a trial-and-error approach to modify cross-transition

rates for horizontal Markov-chain spatial correlation models

to obtain geologically-plausible juxtapositional relation-

ships. The calibration of a conditional Markov-chain model

to hydraulic data was proposed by Zhenxue Dai in a per-

sonal communication in 2007. This proposal provided the

impetus for the research presented in Harp et al. (2008),

where a synthetic 2-D 2-unit (2 stratigraphic unit) aquifer

was analyzed utilizing the concept of a representative

realization of a spatial correlation model. Harp et al. (2008)

inverted structural parameters from 2-unit Markov-chain

models in vertical and lateral directions (e.g. facies mean

lengths and volumetric facies proportions) obtaining head

predictions from a single stochastic realization for each

geostatistical model. It was assumed that the hydraulic

response from the realization is representative of the

hydraulic response for the infinite set of geologically-

equally-probable realizations for the geostatistical model.

In contrast, the current research considers a 3-D 3-unit

aquifer utilizing the concept of representative hydraulic

sample statistics of a spatial correlation model. In this case,

flow simulations are performed on a hydraulically con-

vergent set of geologically-equally-probable stratigraphies

from the current geostatistical model and averaging is

performed on the simulated hydraulic characteristics (i.e.

pressures and fluxes). This provides a characteristic

hydraulic response of the current geostatistical model
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considering the inherent hydraulic response variability.

This improves the inversion performance as averaging the

hydraulic response of a set of realizations provides

smoother variations with changes in structural parameters

than the use of a single representative realization. We

demonstrate that a gradient-based optimization strategy is

sufficient with this approach, thereby providing computa-

tional efficiency compared to global search optimization

strategies. In order to consider Markov-chain models with

greater than two categories (stratigraphic units), the

concept of mean facies and mean transition lengths are

introduced and utilized as adjustable parameters to modify

the horizontal Markov-chain models (mean transition

lengths do not need to be explicitly specified in a 2-cate-

gory Markov-chain geostatistical model as a single mean

facies length is sufficient, see discussion in Sect. 3.1 and

Eq. 25). This paper demonstrates the feasibility of the

proposed structure identification approach utilizing a 3-D

3-unit synthetic model by (1) a sensitivity analysis of the

adjustable parameters and (2) model inversions demon-

strating the performance of a gradient-based optimization

on this inverse framework.

2 Theoretical discussion of stochastic representations

of stratigraphy

Boolean models present the earliest approach for modeling

discontinuous spatial variability (Matheron 1967), provid-

ing the ability to model adjacently-located distinct strati-

graphic units. While Boolean models presented an

advantage over continuous geostatistical approaches in

considering aquifer connectivity, it is difficult to honor

conditioning data in this framework and the Boolean object

geometries must be defined a priori (de Marsily et al.

2005). The introduction of the indicator kriging approach

by Journel (1983) provided an alternative to Boolean

models, modeling distinct stratigraphic units using indica-

tor functions in a geostatistical framework. Indicator kri-

ging is easily conditioned to observed geologic data and

produces more realistic structures based on an inferred or

imposed covariance model as opposed to assumed geo-

metric objects utilized in Boolean models.

Carle and Fogg (1997) extended 1-D Markov-chain

models, previously demonstrated to successfully model

embedded occurrences of individual strata (Vistelius 1949),

to multidimensional continuous-lag Markov-chain models

by interpolation of transition-rate matrices defining the 1-D

Markov-chain models. The multidimensional Markov-chain

model provides an alternative representation of spatial

correlation to the indicator cross-covariance (or cross-

variogram) conventionally used in indicator geostatistics.

Transition probabilities can be inferred from a sufficient

number of geologic observations by determining the rela-

tive frequency of stratigraphic unit transitions at various

lag distances. A transition-probability representation of a

Markov-chain model can then be empirically derived by

determining transition rates that optimally relate transition

probabilities to distance (h [L]) according to the following

matrix exponential functional form:

TðhÞ ¼ expðRhÞ; ð1Þ

where T(h) is a transition-probability matrix denoted as

T(h) = (tij(h)), i, j = 1, …, N and R is a transition-rate

matrix denoted as R = (rij), i, j = 1, …, N, where N is

the number of mutually-exclusive, exhaustively-defined

stratigraphic units (categories) considered in the Markov-

chain model. Utilizing an eigensystem analysis of R, the

individual transition probability functions can be defined as

tijðhÞ ¼
XN

k¼1

zij;kexpðkkhÞ; ð2Þ

where zij,k is the ijth component of the kth spectral com-

ponent matrix and kk is the kth eigenvalue.

By inspecting Eq. 2, it is apparent that the functional

form for the transition-probability is a summation of N

exponentials. As a result, a Markov-chain model is not

restricted to purely ‘‘exponential-looking’’ spatial correla-

tion functions, allowing complex juxtapositional patterns to

be modeled.

This empirical derivation of a Markov-chain geostatis-

tical model is analogous to the inference of auto- and cross-

variograms in covariance-based indicator geostatistics,

differing in that a variogram relates a statistical tendency of

deviation in property or indicator values to separation dis-

tance, while the Markov-chain geostatistical model relates

probabilistic stratigraphic juxtapositioning to separation

distance (i.e. relative-locational tendencies of stratigraphic

units). Therefore, a Markov-chain model can provide a

more interpretable stochastic representation of a strati-

graphic distribution than the covariance-based approach.

As the Markov-chain approach directly models juxta-

positional tendencies, asymmetric spatial correlations, such

as fining or coarsening cycles, are easily represented.

Additionally, given the necessary adherence to laws of

probability concerning the stratigraphic transitions requires

the simultaneous calibration of the components of the full

transition-probability matrix, ensuring that the Markov-

chain-model is internally consistent. This is not necessarily

the case for the covariance-based approach as individual

auto- and cross-variograms are calibrated independently

(de Marsily et al. 2005).

Considering the previous discussion, the Markov-chain

model presents certain advantages to modeling categorical
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spatial variability, while still being amenable to implemen-

tation into an indicator co-kriging interpolation scheme.

While much effort has been focused on developing inversion

strategies for covariance-based spatial-correlation models,

little has been applied to the Markov-chain approach (e.g.

Harp et al. 2008). This paper presents a strategy that

implements a Markov-chain spatial-correlation framework

into a stochastic inversion.

3 Methodology

Computation of the model evaluated by the stochastic

inverse method presented here requires a multi-step

approach: (1) generation of a hydraulically-convergent set

of geologically-equally-probable realizations of stratigra-

phy from a geostatistical model, (2) flow simulation on the

stratigraphic fields assigning distinct uniform hydraulic

properties to the stratigraphic units, and (3) inference of

hydraulic-response characteristics of the geostatistical

model. These steps are discussed in detail below along with

a discussion of the applied stochastic inverse approach.

3.1 Generation of stratigraphic realizations

of a Markov-chain geostatistical model

A 1-D continuous-lag Markov-chain model can be repre-

sented by a transition-rate matrix (introduced in Eq. 1)

composed of auto- and cross-transition rates as

R ¼ ðrijÞ; i; j ¼ 1; . . .;N; ð3Þ

where rij is an auto-transition rate when i = j and a cross-

transition rate when i = j. As cross-transition rates are not

as readily inferred from geologic observations as cross-

transition probabilities (Carle and Fogg 1997), it is

generally desirable to compute the transition-rate matrix

from an inferred discrete-lag transition-probability matrix

T(Dh) as

R ¼ lnðTðDhÞÞ
Dh

; ð4Þ

where Dh is a discrete lag (Carle and Fogg 1997). If a

stratigraphic pattern has been identified in the Markov-

chain model (i.e. in the transition probabilities), similar

results will be obtained for arbitrary selections of Dh. As

presented in Eq. 1, R defines the continuous-lag transition-

probability matrix T(h).

Adherence to probability theory constrains the Markov-

chain model as

XN

i¼1

pi ¼ 1; ð5Þ

rii� 0 8i and rij� 0 8i; j 6¼ i; ð6Þ

XN

j¼1

rij ¼ 0 8i; ð7Þ

XN

i¼1

pirij ¼ 0 8j; ð8Þ

where pi is the one-location marginal probability or volu-

metric proportion of the ith stratigraphic unit (Carle and

Fogg 1997).

Adherence to the equations and inequalities numbered (5)

through (8) ensures that the Markov-chain model is internally

consistent and ergodic (i.e. limh!1 tijðhÞ ¼ pj; Ross 1993).

As a result, the auto- and cross-transition rates associated

with one of the stratigraphic units (i.e. rates along the row and

column associated with a stratigraphic unit), usually denoted

as the background category, can be automatically determined

from the other transition rates. Therefore, it is only necessary

to determine (N - 1)2 transition rates to define a transition-

probability representation of a Markov-chain model.

A Markov-chain model can be completely modified

by adjusting the transition rates comprised in a transition-

rate matrix R (Eq. 3). A 2-category Markov-chain model

is completely defined by specifying a single transition rate,

assuming that the proportions are available, utilizing Eqs. 7

and 8 as

R ¼ r11 �r11

�p1=p2r11 p1=p2r11

� �
; ð9Þ

where category two has been set as the background and r11

is the only transition rate requiring specification. As pro-

portions are independent of direction, proportions may be

available with reasonable certainty from continuous bore

logs (assuming stationarity and lack of bias in borehole

locations) for use in directions with discontinuous data.

A 3-category transition-rate matrix (designating cate-

gory three as background) can be defined similarly as

R ¼

r11 r12 �r11 � r12

r21 r22 �r21 � r22

�p1r11 � p2r21 �p1r12 � p2r22 p1ðr11 þ r12Þ
þp2ðr21 þ r22Þ

2

66664

3

77775
;

ð10Þ

where it is apparent that four transition rates (i.e. r11, r12,

r21, and r22) require specification.

It is possible to impose simplifying constraints on the

spatial correlations within a Markov-chain model. For

instance, it is possible to require that the probability of

making a particular transition is proportional to making the

opposite transition as
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tijðhÞ ¼
pj

pi
tjiðhÞ: ð11Þ

where it is apparent that the proportionality constant is the

ratio of the volumetric facies proportions. The assumption

may be justified for some geologic scenarios, and is in fact

an intrinsic constraint of the variogram analysis (Carle and

Fogg 1996). Using the definition of the transition rate,

rij ¼
otijð0Þ

oh
8i; j; ð12Þ

Equation 11 can be expressed as

rij ¼
pj

pi
rji: ð13Þ

Using the assumption of symmetry between non-

background categories, a 3-category Markov-chain model

requires the specification of three transition rates (N(N -

1)/2, in general), reducing the number of rates needing

specification by one ((N - 1)(N - 2)/2, in general). This is

illustrated, utilizing Eq. 13, to impose symmetric spatial

correlation in the non-background categories (categories 1

and 2) in Eq. 10 as

R¼
r11 r12 �r11� r12

p1=p2r12 r22 �p1=p2r12� r22

�p1r11� p1r12 �p1r12� p2r22 p1r11þ 2p1r12þ p2r22

2
64

3
75;

ð14Þ

where it is apparent that it is only necessary to specify r11,

r12, and r22 (alternatively, r21 could have been specified as

opposed to r12).

An alternative spatial correlation constraint is to assume

that the probability of a transition from the ith to jth facies

is solely dependent on the random probability of encoun-

tering the jth facies without juxtapositional spatial corre-

lations. This is similar to assuming that the juxtapositional

tendencies are random and solely dependent on the volu-

metric proportions of the facies (we call this proportion-

ally-random spatial correlation). If the occurrence of

stratigraphic units is assumed to be proportionally random

for non-background categories, specification of the Mar-

kov-chain model is simplified by assuming that cross-

transition probabilities of the non-background categories

can be determined by weighting the collective probability

of any cross-transition (not including an auto-transition)

from a particular category by the relative proportion of the

considered transition category (Carle and Fogg 1997) as

tijðhÞ ¼ ð1� tiiðhÞÞ
pj

1� pi
for j 6¼ i: ð15Þ

This can be expressed with respect to transition rates

utilizing Eq. 12 as

rij ¼ �rii
pj

1� pi
for j 6¼ i: ð16Þ

The proportionally-random assumption for non-

background category spatial correlations will reduce the

number of transition rates needing specification for a

3-category Markov-chain model to two (N - 1, in

general), as it is only necessary to specify the auto-

transition rates, excluding the background auto-transition

rate. This is illustrated utilizing Eq. 16 to impose

proportional randomness in the non-background

categories in Eq. 10 as

where it is apparent that it is only necessary to specify

r11 and r22.

It is important to note that proportional randomness does

not imply symmetric correlations (Turk 1982). In fact,

spatial correlations are proportionally random and sym-

metric only if

rii ¼
1� pi

1� pj
rjj for j 6¼ i; ð18Þ

which can be derived by substituting Eq. 16 in Eq. 13.

Equation 18 indicates that symmetric proportionally-ran-

dom spatial correlations require that transition rates are

related by their volumetric proportions. This is an

intrinsic property of a 2-category Markov-chain model as

1 - p1 = p2 and 1 - p2 = p1. Using these relations for a

2-category Markov-chain model and setting i = 2 and

j = 1 in Eq. 18 results in r22 = p1/p2r11, which is

equivalent to the formula for r22 presented in Eq. 9,

demonstrating that 2-category Markov-chain models are

necessarily composed of symmetric, proportionally-ran-

dom spatial correlations.

R ¼

r11 �r11
p2

ð1�p1Þ r11
p2

1�p1
� 1

� �

�r22
p1

1�p2
r22 r22

p1

1�p2
� 1

� �

p1 r22
p2

1�p2
� r11

� �
p2 r11

p1

1�p1
� r22

� �
p1r11 þ p2r22 � p1p2

r11

1�p1
þ r22

1�p2

� �

2

6664

3

7775; ð17Þ
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As indicated by Dai et al. (2007), the eigenvalues of a

transition rate matrix representing symmetric proportion-

ally-random spatial correlations will be g1 = 0 and

gi = r11/(1 - p1) for i = 2,…, N. The numerical eigen-

value decomposition utilized in the current research

requires the computation of spectral component matrices Zi

(Carle and Fogg 1997) as

Zi ¼
Q

j 6¼iðgjI� RÞ
Q

j6¼iðgj � giÞ
8i ¼ 1; . . .;N ð19Þ

where I is the N 9 N identity matrix. As noted by Dai

et al. (2007), it is apparent that cases where gi & gj will

cause numerical instability in Eq. 19. We avoid sym-

metric proportionally-random spatial correlations here as

this case results in two repeating eigenvalues for a 3-

category Markov-chain model ((N - 1) in general). Note

that this issue is irrelevant for 2-category Markov-chain

models as there are no repeating eigenvalues (i.e. N -

1 = 1). Dai et al. (2007) present an analytical expression

for transitional probability matrix coefficients tij as a

function of the lag distance. This expression is derived

under the assumption of symmetric, proportionally-ran-

dom spatial correlations and can be applied only for this

special case.

To facilitate a geometric representation of structures

generated from a Markov-chain model, facies mean lengths

have been defined (Carle and Fogg 1996) as

li ¼ �
1

rii
¼ otiið0Þ

oh

� ��1

ð20Þ

where li is the facies mean length of the ith stratigraphic

unit in a particular direction. We utilize inverse transition

rates as the adjustable parameters in the stochastic

inversion as we have found they scale more appropriately

in the inversion than transition rates. In order to facilitate

the use of inverse transition rates, we extend Eq. 20 to

define mean facies lengths as

lii ¼ �
1

rii
¼ � otiið0Þ

oh

� ��1

ð21Þ

and mean transition lengths as

lij ¼
1

rij
¼ otijð0Þ

oh

� ��1

i 6¼ j ð22Þ

where lii is equivalent to li in Eq. 20 and lij is the mean

length of the ith stratigraphic unit between transitions from

the ith to the jth stratigraphic unit. To clarify this

linguistically,

lii ¼
total length of the ith unit

number of embedded occurrences of the ith unit
ð23Þ

while

lij ¼
total length of the ith unit

number of transitions from the ith to the jth unit

i 6¼ j:

ð24Þ

Collectively, we will refer to mean facies lengths and mean

transition lengths as mean lengths.

In a 2-category Markov-chain model, lii will be equiv-

alent to lij as the number of embedded occurrences (i.e. the

number of transitions from the ith unit to any other unit)

will equal the number of transitions from the ith to jth unit.

This is also apparent by inspecting Eq. 9 considering

Eqs. 21 and 22, which can be expressed as

R ¼ �1=l11 1=l11

p1=ðp2l11Þ �p1=ðp2l11Þ

� �
: ð25Þ

However, in a Markov-chain model with more than two

categories, this will not necessarily be the case, as the

number of embedded occurrences of the ith unit will not

necessarily equal the number of transitions from the ith to

the jth unit. This is illustrated in Fig. 1 for a 3-unit strati-

graphic sequence. The mean facies length represents the

mean length of the ith unit, considering transitions to all

other units (embedded occurrences), while the mean tran-

sition length only considers the i to j transitions, repre-

senting the mean length of the ith unit between i to j

transitions. For further details, refer to Appendix for deri-

vations of lii and lij:

Utilizing Eqs. 21 and 22, we can express Eqs. 10, 14,

and 17 in terms of mean lengths as

R ¼
� 1

l11

1

l12

1

l11

� 1

l12
1

l21

� 1

l22

1

l22

� 1

l21
p1

l11

� p2

l21

p2

l22

� p1

l12

p1

l12

� p1

l11

þ p2

l21

� p2

l22

2
64

3
75; ð26Þ

R ¼
� 1

l11

1

l12

1

l11

� 1

l12
p1

p2l12

� 1

l22

1

l22

� p1

p2l12

p1

l11

� p1

l12

p2

l22

� p1

l12

� p1

l11

þ 2p1

l12

� p2

l22

2

664

3

775; ð27Þ

and

R¼

� 1

l11

p2

l11ð1�p1Þ
1

l11

1� p2

1�p1

� �

p1

l22ð1�p2Þ
� 1

l22

1

l22

1� p1

1�p2

� �

p1

l11

� p1p2

l22ð1�p2Þ
p2

l22

� p1p2

l11ð1�p1Þ
� p1

l11

� p2

l22

þ p1p2

l11ð1�p1Þ
þ p1p2

l22ð1�p2Þ

2
66664

3
77775
;

ð28Þ

respectively.

In the research presented here, we utilize Eqs. 26, 27,

and 28 to demonstrate the performance of the stochastic

inverse approach with different levels of complexity using
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mean facies lengths and mean transition lengths as

adjustable parameters. We will denote inverse approaches

constrained by Eqs. 26, 27, and 28 as inverse approaches

A, B, and C, respectively (refer to Table 1).

Geologically-equally-probable realizations of the

Markov-chain models are generated using simulated

quenching (Carle et al. 1998) utilizing initial fields (ima-

ges) generated by transition-probability based indicator

co-kriging. The generation of initial fields by transition-

probability based indicator co-kriging is analogous to the

process of utilizing covariance-based indicator co-kriging

in sequential indicator simulation (SIS) (Deutsch and

Journel 1992), except that the weighting coefficients are

determined using a transition-probability based co-kriging

set of equations as opposed to a covariance-based co-kri-

ging set of equations (Carle 1999). It is important to note

that while the methods for computation and inference of

Markov-chain and indicator cross-covariance models are

fundamentally different, Carle and Fogg (1996) demon-

strate that they are related as Cij(h) = pi(tij(h) - pj), where

Cij(h) is the indicator cross-covariance of the ith and jth

indicator variables at lag h.

3.2 Steady-state flow simulation

We evaluate the feasibility of the proposed stochastic

inverse approach utilizing 3-D synthetic models. The

models contain three substantially-contrasting stratigraphic

units with uniform hydraulic conductivities of K1 = 10-2,

K2 = 10-5, and K3 = 10-8 m/s, where the subscript

denotes the stratigraphic unit. Note the significant contrast

in the facies conductivity; such a contrast is expected for

facies with significantly different hydrogeological proper-

ties such as, for example, gravels, silts, and clays. The flow

equations are solved on a block-centered finite-difference

grid, presented in Fig. 2, using FEHM (Zyvoloski et al.

1997) with 40 9 20 9 25 nodes in the x, y, and z direc-

tions, respectively, where x and y are horizontal directions

and z is vertical. Node spacing is 50 m 9 50 m 9 20 m,

resulting in model dimensions of 2000 m 9 1000 m 9

500 m in the x, y, and z directions, respectively.

1 2 3 4 5

Unit i

Stratigraphic
sequence

Unit i embedded
occurrences

Total length of the i th unit

1 2 3 4
Unit i to j

transitions

Unit j Unit k

Fig. 1 Illustration identifying

the difference between the

determination of the mean

facies length and mean

transition length with respect to

Eq. 23 and 24

Table 1 Information on inverse

approaches

The ‘‘true’’ models are

discussed in Sect. 4

Inverse approach

A B C

Non-background spatial

correlation constraint

Proportionally

random

Symmetric Unconstrained

Governing equations (17)/(28) (14)/(27) (10)/(26)

‘‘True’’ model for

inversion

1 2 2

Plan view

Side view End view

h=
10

00
m

h=
998m

2000m

10
00

m
50

0m

z

x

y

Observation location - grey

Well screen - black

Qin Qout

(Qpump=0.9m3/s)

Fig. 2 Block-centered finite difference grid with points representing

nodes and lines indicating the connectivity of the grid. Light gray
cells denote observation locations and black cells denote the screen of

the pumping well. Constant head boundaries are indicated on the plan

view
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The flow simulations are performed under steady-state

conditions. The flow is driven by a gradient in the x direction

and a well pumping at the approximate horizontal center of

the model. Constant-head boundaries are prescribed with a

head drop of 2 m (hydraulic gradient of i = 0.1%) from

x = 0 m to x = 2000 m. No-flow conditions are assigned for

the rest of the model domain boundaries. The well is located

at (x = 1025 m, y = 525 m) with a well screen depth, with

respect to the top of the model, from 320 to 380 m. The well

pumping rate, Qpump, is 0.9 m3/s distributed evenly among

the three grid cells designated as the well screen. Pressure-

head data are collected at three depths from 26 observation

wells for a total of 78 observation points within the model

domain (refer to Fig. 2). The head data is defined as a

drawdown from an initial hydrostatic water level (initial

head is hinit = 1000 m at all locations, except where

x = 2000 m, where hinit = 998 m, see Fig. 2, maintaining

confined conditions).

It should be noted that since the flow direction is pre-

dominantly along the x-axis and the model domain is

elongated along the x-axis (which allows for better spatial

representation of the facies), it can be expected that in the

sensitivity and inverse analyses performed below, the

transitional properties of the facies will be better charac-

terized along the x-axis than the y-axis.

3.3 Inference of characteristic hydraulic response

of a geostatistical model

The proposed approach hinges on the assumption that

alternate geostatistical models of stratigraphy will produce

distinct hydraulic-response characteristics in the simulation

model. To characterize the hydraulic response of a given

Markov-chain model, we generate a series of geologically-

equally-probable realizations and perform a flow simulation

on each realization. Then we compute representative statistics

of hydraulic responses. This requires that the representative

statistics converge by a reasonable number of realiza-

tions. Given this consideration, we use the sample mean of

the simulated drawdowns Dh and the sample median of the

model output flux Qout (refer to Fig. 2 for its definition). We

use the sample median instead of the sample mean for Qout as

the median converges more quickly due to its insensitivity to

outlier values. We found that outlier values are not an issue

with the Dh values, and that the sample mean converges as

fast or faster than the sample median in most cases for Dh.

4 Facies geostatistical models

Two models were developed as ‘‘true’’ stratigraphic dis-

tributions for the sensitivity analysis and model inversion

runs, including (1) a model with proportionally-random

non-background spatial correlations (model 1) to demon-

strate inverse approach A and (2) a model with symmetric

non-background spatial correlations (model 2) to demon-

strate inverse approaches B and C. Both models include

three facies with volumetric proportions p1 = 0.2,

p2 = 0.4, and p3 = 0.4. An unconstrained model was not

developed, as model 2 was used as the ‘‘true’’ stratigraphy

for inverse approach C. It is assumed that the behavior of

an unconstrained model inversion will behave similarly if

the ‘‘true’’ stratigraphy contains symmetric or non-sym-

metric non-background spatial correlations, as symmetry is

merely a special case for unconstrained spatial correlation.

Stratigraphic conditioning data are assumed to be available

from the pumping well and the 26 observation wells

(Fig. 2). This produces 675 conditioning data points for

both models (27 wells 9 25 cells). The support scales of

the conditioning data and the finite-difference grid are

equal. At the same 26 observation wells, drawdown data

are collected from three depths in each observation well

(Fig. 2); note that no drawdown is collected at the pumping

well. The conditioning data were collected from a repre-

sentative realization produced from a geostatistical model

with the prescribed characteristics (e.g. proportionally-

random (model 1) and symmetric (model 2) non-back-

ground spatial correlations) and a reasonable hydraulic

response. In order to ensure that the pumping well screen is

located in the high conductivity unit, the well screen was

conditioned to K1 for the development of the representative

realization. Figure 3 presents the conditioning data for the

models along with example realizations produced from the

given geostatistical model and the conditioning data in

each case. A cutout at y = 500 m of both models is also

included to display the model interior where the condi-

tioning data are highlighted, where it is apparent that the

conditioning data are honored in the realization.

The transition rate matrix for model 1 used as the ‘‘true’’

model to demonstrate inverse approach A, in both the

x- and y-directions in inverse meters is

Rx;y;rnd ¼
�2:00� 10�3 1:00� 10�3 1:00� 10�3

3:33� 10�4 �1:83� 10�3 1:50� 10�3

6:67� 10�4 1:33� 10�3 �2:00� 10�3

2
4

3
5:

ð29Þ

Equation 29 defines a Markov-chain model with propor-

tionally-random non-background spatial correlations in

accordance with Eq. 17 and 28 (category 2 is set as back-

ground), and is therefore within the set of possible spatial

correlations for inverse approach A. The corresponding

mean facies and transition lengths in meters for model 1 are

Lx;y;rnd ¼
500 1000 1000

3000 545 667

1500 750 500

2

4

3

5; ð30Þ
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where L ¼ ðlijÞ; i; j ¼ 1; . . .;N: Due to the designation of

category two as the background category and the constraint

of proportional randomness for the non-background cate-

gories, Eq. 30 can be completely specified from two mean

lengths (refer to Eq. 28).

The transition rate matrix for model 2 used as the ‘‘true’’

model to demonstrate inverse approaches B and C, in both

the x- and y-directions in inverse meters is

Rx;y;sym ¼
�2:00� 10�3 1:00� 10�3 1:00� 10�3

5:00� 10�4 �2:00� 10�3 1:50� 10�3

5:00� 10�4 1:50� 10�3 �2:00� 10�3

2
4

3
5:

ð31Þ

Equation 31 defines a Markov-chain model with symmetric

non-background spatial correlations in accordance with

Eqs. 14 and 27 (category 2 is set as background), and is

therefore within the possible set of spatial correlations for

inverse approach B. It can also be verified that Eq. 31 is in

accordance with Eqs. 10 and 26, equations defining

unconstrained spatial correlations utilized by inverse

approach C. The corresponding mean facies and transition

lengths in meters for model 2 are

Lx;y;sym ¼
500 1000 1000

2000 500 667

2000 667 500

2

4

3

5: ð32Þ

Due to the designation of category two as the background

category and the constraint of symmetry for the non-

background categories, Eq. 32 can be completely specified

from three mean lengths (refer to Eq. 27, while in the

unconstrained case, four mean lengths must be specified

(refer to Eq. 26).

It is important to note the mean facies lengths (diagonal

values in Eqs. 30 and 32) are equal and approximately 1/4

of the x-direction model domain (2000 m) and 1/2 of the

y-direction model domain (1000 m). As a result, the

x-direction spatial correlations are more fully represented

than the y-direction.

The vertical, or z-direction mean facies and transition

lengths are not included as adjustable parameters here, as

it is assumed that the vertical Markov-chain model can

be determined directly from the borehole data. As the

volumetric proportions are independent of direction, it

is assumed that they are available from the vertical Mar-

kov-chain model, and are not included as adjustable

Fig. 3 Model 1

(proportionally-random non-

background spatial correlations)

and model 2 (symmetric non-

background spatial correlations)

conditioning data and example

realization produced from the

given geostatistical model and

the conditioning data.

Stratigraphic units are identified

by color as unit 1

(K1 = 10-2 m/s) green, unit 2

(K2 = 10-5 m/s) tan, and unit 3

(K3 = 10-8 m/s) red.

Volumetric proportions for units

1, 2, and 3 are 0.2, 0.4, and 0.4,

respectively. Conditioning data

are presented in a slightly

lighter color than non-

conditioning data. Axis labels

are in meters
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parameters. While in reality the vertical spatial correlation

model will not be precisely known from the borehole data,

and the uncertainty of this estimation would have to be

considered, we perform the analysis assuming it can be in

order to draw decisive conclusions with regard to the

feasibility of constraining horizontal spatial correlation

models using hydraulic data. For reference, the z-direction

Markov-chain model transition rates for both models in

inverse meters are

Rz ¼
�1:00� 10�2 5:00� 10�3 5:00� 10�3

1:67� 10�3 �9:17� 10�3 7:50� 10�3

3:33� 10�3 6:67� 10�3 �1:00� 10�2

2
4

3
5;

ð33Þ

while the corresponding mean facies and transition lengths

in meters are

Lz ¼
100 200 200

600 109 133

300 150 100

2
4

3
5: ð34Þ

4.1 Stochastic inverse approach

The goal of the inversion is to identify model parameters

that minimize residuals between calibration targets and

simulated values. The simulated values are inferred from a

set of equally-probable geostatistical realizations, and

include the sample mean of pressure responses at the

observation locations (Dh) and the sample median of the

down-gradient model output flux (Qout). The adjustable

parameters are the required mean facies lengths and mean

transition lengths (lij;/ i; j ¼ 1; . . .;N; where / indicates

direction) defining the geostatistical properties of the

realizations. Therefore, the inversion attempts to identify

the most plausible geostatistical model constrained by

observed geology concurrent with the available hydraulic

data. Note that in the inverse method presented here, we

assume that the facies conductivities are perfectly known.

In practice, the uncertainty associated with hydraulic con-

ductivity will have to be evaluated, and it may be desirable

to include conductivity parameters in the inversion. This

paper does not include conductivities as adjustable param-

eters so that we can focus on the feasibility of constraining

horizontal stratigraphic uncertainty using hydraulic obser-

vations without other sources of uncertainty.

The stochastic inversion described here utilizes a

Levenberg–Marquardt optimization strategy (Doherty 1994)

where the objective function is defined as

UðhÞ ¼
XM

i¼1

ðwi � ðsi � ŝiðhÞÞÞ2; ð35Þ

where M is the number of calibration targets (78 mean

drawdown observations (Dh) and the median output flux

(Qout)), h is a vector containing the current adjustable

parameter values, wi is the weight associated with the ith

calibration target, si is the ith calibration target, and ŝi is the

ith predicted value given h: Weights are set proportional

(scaled between 0 and 1) to the inverse of the variance of

the calibration target values from the n realizations for the

‘‘true’’ parameter values in order to assign greater weight to

calibration targets with lower variance; given a particular

model, pressure responses from certain locations will

converge more slowly than others, thereby introducing

greater uncertainty in the model. Maps of the observation

weights for models 1 and 2 are presented in Fig. 4. By

inspecting these maps, it is apparent that the weights are

controlled by the boundary conditions and heterogeneities.

This is apparent as some of the higher weights are located

closer to the constant head boundaries at x = 0 m and

x = 2000 m, while the remaining distributed variability in

the weights are assumed to be due to heterogeneities. The

observation weights for Qout for models 1 and 2 are

9.43 9 10-7 and 6.49 9 10-7, respectively, much smaller

than the weights associated with the Dh; indicating the

greater variability of this calibration target. The small value

for this weight indicates that residuals of Qout are not

allowed to influence the inversions significantly. In prac-

tice, it may be desirable to omit Qout from the set of cali-

bration targets as it is often difficult or impossible to

measure or reasonably estimate its value.

Fig. 4 Maps of inversion

observation weights for models

1 and 2. The weights have been

interpolated in between

observation locations by

triangulation in the three

observation tiers to aid in

visualization. Vertically

exaggerated 9 1.8
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In order to evaluate the mathematical feasibility of the

proposed inversion, the calibration targets are collected as

the sample mean and sample median of Dh values and Qout;

respectively. This facilitates an analysis of the feasibility of

the approach as a global minimum objective function value

of zero exists at the ‘‘true’’ parameters. This differs from an

actual application, where the calibration targets will be

measurements from a single realization of a random field

and conclusive knowledge of the global minimum is not

available without extensive sampling.

5 Results and discussion

5.1 Aquifer response statistical convergence

The generation of stochastic realizations of a geostatistical

model by conditional simulation constitutes a Monte Carlo

sampling from a uniform distribution. While the realiza-

tions generated with respect to a given model are equally

probable geostatistically, this is not necessarily the case

hydraulically. Therefore, we use sample statistics from a

set of realizations to characterize the aquifer response of a

geostatistical model. An analysis of the convergence of

these sample statistics is necessary in order to determine

the number of realizations (n) required for a desired or

necessary precision. Figure 5 presents Dh at the 78 obser-

vation locations as n increases for model 1, where n is

presented on a log scale as suggested by Ballio and

Guadagnini (2004). Presenting n on a log scale as opposed

to a linear scale provides a better visualization of conver-

gence as the uncertainty associated with inferring a statistic

decreases at a decreasing rate as n increases. This is

apparent by inspecting the root mean square (RMS) of Dh

defined as

DhRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i¼1

Dh
2

i

s
; ð36Þ

which implies that the uncertainty associated with Dh

scales with 1=
ffiffiffi
n
p

; a trend that is more easily visualized on

a log scale.

We find that values of Dh collected at a location from a set

of stochastic realizations obtained from model 1 fail the

Shapiro–Wilks test for normality (R Development Core

Team 2005) at the 5% significance level at all observation

locations. Therefore, a conservative estimate (over-estimate)

of the confidence interval length for the expected value of

Dh, E[Dh], from n realizations can be obtained considering

the Chebyshev inequality as

Pr Dhn � k
rffiffiffi
n
p �E½Dh� �Dhn þ k

rffiffiffi
n
p

� �
� 1� 1

k2
ð37Þ

where r is the standard deviation of Dh, and k is the

number of standard deviations. The right hand side of

inequality (37) underestimates the probability that Dhn is k

standard deviations from the E[Dh]. Therefore, an

overestimate of the confidence limit interval length |CL|

can be obtained using the square root of the sample

variance
ffiffiffiffiffi
Sn

p
to approximate r as

jCLj ¼ 2k

ffiffiffiffiffi
Sn

n

r
: ð38Þ

Based on an approximation of r by
ffiffiffiffiffiffiffiffiffiffi
S4000

p
; the average

95% |CL| (k = 4.472) for Dh for the 78 observation

locations at n = 1000 is 0.029 m with a standard deviation

of 0.011 m. This indicates that we are inferring Dh within

precision typical for field measurements of Dh. This

ensures that the stochastic inversion will be limited by

the precision of field measurements and not by the

statistical inference of the hydraulic response. A larger

number of realizations will provide smoother gradients for

the objective function at the cost of computational

efficiency. We find n = 1000 provides an appropriate

compromise between inference precision and compu-

tational efficiency for the models 1 and 2.

5.2 Sensitivity analyses

Sensitivity analyses for inverse approaches A, B, and C are

presented in Figs. 6, 7, and 8, respectively. These figures

contain plots of each of the adjustable parameters versus

the objective function U (Eq. 35) while holding the other

adjustable parameters constant at their ‘‘true’’ values. The

‘‘true’’ value of the parameter of interest is indicated by a

vertical dashed line in each plot, indicating the parameter
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Fig. 5 Convergence of drawdown from undisturbed conditions

(water elevation change) for the 78 observation locations as a

function of the number of realizations plotted on log scale
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value used to generate the calibration targets. A subscript /
will be appended to the mean lengths to indicate the

direction of interest as lij;/; where / can be either x or y.

Figure 6 contains four plots, presenting the sensitivities

of l11;x; l33;x; l11;y; and l33;y for inverse approach A. Due to

the designation of category two as the background category

and the constraint of proportional randomness for the non-

background categories, the 14 remaining mean lengths can

be determined from these four mean lengths (refer to

Eq. 28). By inspecting the plots in Fig. 6, it is apparent that

the x-direction mean lengths are more sensitive than the

y-direction mean lengths. As discussed in the previous

section this behavior is expected. This is due to the fact that

the x-direction is parallel to the flow direction and has

better representation in the model due to the domain size. It

is also apparent that the sensitivities appear smooth at this

discretization (half the grid spacing), implying that a gra-

dient-based optimization strategy will function well on this

problem.

Figure 7 presents the parameter sensitivities for inverse

approach B. Plots are included for all adjustable parame-

ters: l11;x; l33;x; l13;x; l11;y; l33;y; and l13;y: Due to the desig-

nation of facies two as the background category and the

constraint of symmetry on the non-background categories,

the 12 remaining mean lengths can be determined from

these six mean lengths (refer to Eq. 27). By comparing the

sensitivities for inverse approach B (Fig. 7) with those

from inverse approach A (Fig. 6), it is apparent that while

the mean facies lengths in the x-direction are still relatively

smooth, the y-direction mean facies lengths are signifi-

cantly less smooth, and the mean transition length sensi-

tivities are the least smooth.

Figure 8 presents the sensitivities for inverse approach

C. Plots are included for all adjustable parameters: l11;x;

l33;x; l13;x; l31;x; l11;y; l33;y; l13;y; and l31;y: As model 2 is used

as the ‘‘truth’’ for inverse approaches B and C, the sensi-

tivity plots of l11;x; l33;x; l11;y; and l33;y (mean facies lengths)

in Fig. 8 are the same as in Fig. 7 and are repeated solely

for reference. By inspecting the other plots (mean transition

lengths) in Fig. 8, it is apparent that the mean transition

lengths in inverse approach C are relatively insensitive,

especially l31;y:

The sensitivity analyses presented in Figs. 6, 7, and 8

indicate that model inversions will benefit from constraints

on the Markov-chain model (inverse approaches A and B).

In cases where these constraints are not appropriate

requiring the use of an unconstrained Markov-chain model

(inverse approach C), the mean facies lengths are still

relatively sensitive, while the mean transition lengths

exhibit low non-smooth sensitivities. In general the shape

of sensitivity curves are convex with relatively well defined

minima at the ‘‘true’’ values. This suggests that a gradient-

based method for model inversion can be successfully

applied in these cases. In the next section, we demonstrate

the effect of these sensitivities on the estimation of the

mean lengths.

0 200 400 600 800 1000 1200
10-5

10-3

10-1

101

103

105

0 200 400 600 800 1000 1200
10-5

10-3

10-1

101

103

105

0 200 400 600 800 1000 1200
10-5

10-3

10-1

101

103

105

0 200 400 600 800 1000 1200
10-5

10-3

10-1

101

103

105

l
11,x

Φ

Mean facies length, m

l
33,x

Φ

Mean facies length, m

l
11,y

Φ

Mean facies length, m

l
33,y

Φ

Mean facies length, m

"Truth"

Fig. 6 Sensitivity analysis for

inverse approach A where

l11;x; l33;x; l11;y; and l33;y are

plotted versus the objective

function while holding the

remaining adjustable parameters

fixed at their ‘‘true’’ values. The

objective function has been

evaluated at 25 m intervals, half

the model grid spacing
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5.3 Inverse analyses

Model inversion results for inverse approach A are pre-

sented in Fig. 9 and Table 2. The initial values of the

adjustable parameters were set to 250 m from their ‘‘true’’

values of 500 m. However, the sensitivities in Fig. 6 imply

that the gradient-based optimization utilized here is

expected to perform similarly if the initial values are

defined within explored sensitivity ranges. Underestimates

of the ‘‘true’’ mean facies lengths are used here. While not

as significant in inverse approach A (utilizing model 1), we

propose that choosing low estimates of mean facies lengths

can aid the model inversion in inverse approaches B and C

discussed below. Future work will address the effect of the

initial values in the inverse process. As expected, the mean

facies length of the high permeability category in the

x-direction (l11;x) approaches the ‘‘true’’ value more quickly

than the other mean facies lengths, followed by the mean

facies length of the low permeability category in the

x-direction (l33;x). This corresponds with the sensitivity

analysis results presented in Fig. 6, which indicate that the

x-direction mean facies lengths are more sensitive than the

y-direction mean facies lengths. To reiterate previous dis-

cussions, this is likely due to a combination of factors

including the longer x-direction distance compared with the

y-direction and the fact that the x-direction mean facies

lengths are parallel to the direction of flow, thereby

affecting the hydraulic response of the aquifer by control-

ling the connectivity in the flow direction.

The lowest objective function was achieved at 343

model calls for inverse approach A. This corresponds to 31

Levenberg–Marquardt optimization iterations, which

include multiple model calls for the calculation of deriva-

tives and evaluation of Marquardt parameters. It was

determined that no further progress would be achieved by

447 models calls, or 41 Levenberg–Marquardt optimization

iterations.

Figure 10 and Table 2 presents the model inversion

results for inverse approach B, where the mean transition

lengths l13;x and l13;y are included. The transition rates

associated with the corresponding diagonally-opposing

mean transition lengths l31;x and l31;y are determined by the
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Fig. 7 Sensitivity analysis for inverse approach B where l11;x; l33;x;
l13;x; l11;y; l33;y; and l13;y are plotted versus the objective function while

holding the remaining adjustable parameters fixed at their ‘‘true’’

values. The objective function has been evaluated at 25 m intervals,

half the model grid spacing
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symmetry constraint. The initial values of the mean facies

lengths were set to 250 m from their ‘‘true’’ value of

500 m, and the mean transition lengths were set to 1250 m

from their ‘‘true’’ value of 1000 m. Based on Fig. 7, it is

apparent that mean facies length sensitivities (e.g. l11;x;

l33;x; l11;y; and l33;y) are more smooth for values less than

the ‘‘truth’’ in our synthetic example. This indicates that

using a low estimate of the mean facies lengths will benefit

the model inversion. Using this information, we have set

the initial values of the mean facies lengths less than their

‘‘truth’’. Future work will address the effect of the initial

values in the inverse process.

The lowest objective function for the inverse approach B

was achieved at 678 model calls, corresponding to 49

Levenberg–Marquardt optimization iterations. It was

determined that no further progress would be achieved at

820 model calls, or 59 Levenberg–Marquardt optimization

iterations.

Figure 11 and Table 2 presents the model inversion

results for inverse approach C. As indicated by Eq. 26, in
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Fig. 8 Sensitivity analysis for inverse approach C where l11;x; l33;x;
l31;x; l13;x; l11;y; l33;y; l31;y; and l13;y are plotted versus the objective

function while holding the remaining adjustable parameters fixed at

their ‘‘true’’ values. The objective function has been evaluated at

25 m intervals, half the model grid spacing
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this case it is necessary to specify four mean lengths for the

spatial correlation model in each direction. Therefore, there

are eight mean length parameters plotted in Fig. 11. The

initial values of the mean facies lengths are set to 250 m

from their ‘‘true’’ values of 500 m, while the mean tran-

sition lengths are set to 1500 m from their ‘‘true’’ values of

2000 m (l31;x and l31;y) and 1000 m (l13;x and l13;y). It is

apparent that l11;x converges towards its ‘‘true’’ value more

quickly than the other parameters, as in inverse approaches

A and B. It is also apparent that the mean transition lengths

from the low conductivity to the high conductivity facies

(l31;x and l31;y) converge to their ‘‘true’’ values slower than

the other parameters. This behavior is expected considering

the relatively low, erratic sensitivities for these parameters

in Fig. 11. It is important to note that despite having poor

sensitivities, these parameters do converge towards their

‘‘true’’ values during the inversion.

The lowest objective function for inverse approach C

was achieved at 603 model calls, corresponding to 33

Levenberg–Marquardt optimization iterations. It was

determined that no further progress would be achieved at

780 model calls, or 43 Levenberg–Marquardt optimization

iterations.

Table 2 lists the degrees of freedom (DOF) (number of

calibration targets are 79 in all three cases), Akaike

information criterion (AIC), and Bayesian information

criterion (BIC) (Carrera and Neuman 1986). It is appar-

ent that the degrees of freedom decreases from inverse
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Table 2 ‘‘True’’ parameter values for models 1 (Eq. 29) and 2

(Eq. 31) and the optimized parameter values for inversions utilizing

inverse approaches A, B, and C (refer to Eqs. 28, 27, and 26,

respectively)

True model Inverse approach

1 2 A B C

l11;x m 500 500 497.8 491.9 500.5

l33;x m 500 500 504.4 511.8 507.7

l13;x m 1000 1000 – 991.7 974.3

l31;x m 1500 2000 – – 1988.0

l11;y m 500 500 507.0 502.4 500.3

l33;y m 500 500 495.8 506.6 514.9

l13;y m 1000 1000 – 1035.5 993.5

l31;y m 1500 2000 – – 2004.0

Obj.

function

– – 1.34 9 10-5 2.14 9 10-5 9.68 9 10-6

Model calls – – 343 678 603

L–M

iterations

– – 31 49 33

DOF – – 75 73 71

AIC – – 105.7 179.0 193.7

BIC – – 96.3 152.7 174.7

Model 1 is the ‘‘true’’ model for inverse approach A, while model 2 is

the ‘‘true’’ model for inverse approaches B and C. Corresponding

minimum objection function values, number of model calls and

Levenberg–Marquardt (L–M) optimization iterations for convergence,

degrees of freedom (DOF), Akaike identification criterion (AIC), and

the Bayesian information criterion (BIC) are also listed
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approach A to B to C, as the number of adjustable

parameters increases. As inverse approach A is demon-

strated using model 1 and inverse approaches B and C are

demonstrated using model 2, the values of AIC and BIC

cannot be compared directly between these inverse

approaches. However, as inverse approaches B and C both

use the same model as the ‘‘truth’’, differences in values of

AIC and BIC are meaningful. It is apparent that inverse

approach B is considered the more appropriate approach

for both AIC and BIC. This indicates that the inclusion of

additional adjustable parameters in inverse approach C is

not warranted even though it has reduced the objective
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function lower than inverse approach B in this case. It

should be noted, however, that the constraint of symmetric

spatial correlations in inverse approach B limits its ability

to explore geostatistical characteristics, while inverse

approach C is unconstrained with respect to the Markov-

chain model.

As the approach presented here utilizes a statistical

characterization of the hydraulic response of a geostatisti-

cal model, as opposed to a single realization as in Harp

et al. (2008), the results present a stochastic analysis,

where an uncertainty analysis is incorporated in the inverse

method. Figure 12 presents facies probability maps for

each stratigraphic unit based on the inversion results for

inverse approach C. The facies probabilities are calculated

as the one-location marginal probabilities of the set of

realization from the optimized Markov-chain geostatistical

model. In order to visualize the locations where the

inversion has identified that the probability of a particular

facies has equal or greater probability than the other facies,

maps are also presented displaying model cells with

probability equal or greater than 0.5 only.

6 Conclusions

While much effort has been directed towards geostatistical

inversion methods utilizing covariance-based geostatistics,

little effort has been spent on similar approaches employ-

ing Markov-chain geostatistics. This paper demonstrates

the feasibility of a stochastic inversion utilizing a Markov-

chain model of spatial variability. The approach hinges on

the use of inverse transition rates as adjustable parameters,

where inverse auto-transition rates are defined as mean

facies lengths and inverse cross-transition rates are defined

as mean transition lengths.

Simplifying constraints to the Markov-chain model

allowing reductions in the number of adjustable parameters

are explored within the stochastic inversion. These sim-

plifying constraints include proportionally-random spatial

correlations (inverse approach A) and symmetric correla-

tions (inverse approach B) in non-background categories.

In addition to these constrained models of spatial correla-

tion, an unconstrained Markov-chain model was evaluated

as well (inverse approach C). Inverse approaches A and B

performed well, indicating that these spatial correlation

constraints can be useful in cases where these simplifica-

tions to a Markov-chain model are expected to be valid, or

as references to be used in conjunction with an uncon-

strained analysis (inverse approach C) to determine the

level of deviation from these simplified models. The results

using inverse approach C demonstrate that it is not nec-

essary to constrain the Markov-chain model to obtain a

successful inverse analyses. AIC and BIC both indicate that

inverse approach B is more appropriate than C, however,

this neglects to recognize that the ‘‘true’’ model in this case

has symmetric non-background spatial correlations. If this

analysis were repeated with unconstrained spatial correla-

tions, we should expect different results. In fact, in this
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case, the ‘‘true’’ model would not be in the set of possi-

bilities for inverse approach B. Given the fact that

stratigraphic spatial correlations are not symmetric in

general, we advocate the use of inverse approach C to

identify plausible stratigraphic characteristics and inverse

approaches A and B to evaluate the level of deviation

from simplified spatial correlations. The less constraints

on the geostatistical model in the inverse process

allows for characterization of wider ranges of aquifer

heterogeneities.

Using the Chebyshev inequality to provide an overesti-

mate of the length of the confidence limits of the sample

mean of the simulated drawdowns, we determine that 1000

realizations provide adequate convergence at the scale of

our synthetic models. In this way, we ensure that limita-

tions are due to measurement imprecision, not sample

statistic inference imprecision. It is important to note that a

larger number of realizations is expected to produce

smoother sensitivities at the cost of computational

efficiency.

A single forward model run (including facies structure

generation and flow simulation) takes approximately 30 s

on a 2.4 GHz AMD Opteron processor. Therefore, a single

evaluation of the objective function, or model call (1000

forward model runs), takes approximately 20 wall clock

hours on the same processor. The sensitivity analyses were

performed at half the horizontal grid spacing (25 m) over a

range of 1000 m, resulting in 41 model calls. Therefore, a

sensitivity analysis for a single parameter requires

approximately 850 wall clock hours. As the forward model

runs can be performed independently, the model call

computation time can be greatly reduced utilizing multiple

processors to evaluate individual forward model runs

concurrently.

Sensitivity analyses indicate that inverse approach A

provides parameters with well-behaved sensitivities. The

inverse approach B produces decent sensitivities for all

adjustable parameters, with the poorest sensitivities for the

mean transition lengths. The mean facies length sensitivi-

ties are decent for inverse approach C, while significantly

poorer sensitivities are observed for the mean transition

length sensitivities. Nevertheless in general the shape of

sensitivity curves are convex with relatively well defined

minima at the ‘‘true’’ values. This suggests that a gradient-

based optimization strategy for model inversion can be

successfully applied in these cases. In general, the

x-direction mean length parameters are more sensitive than

their corresponding y-direction mean length parameters.

This is likely the result that the x-direction is parallel to the

flow direction, where the x-direction mean lengths will

provide more connectivity information than y-direction

mean lengths, and that the model domain is longer in

the x-direction than the y-direction, allowing a better

representation of x-direction mean lengths than y-direction

mean lengths.

The example inversion runs demonstrate that despite

some low sensitivities, all parameter do converge towards

their ‘‘true’’ values for the three inverse approaches. This

demonstrates the feasibility of a gradient-based optimiza-

tion strategy on the proposed stochastic inversion frame-

work. In contrast, previous analyses (Harp et al. 2008)

were performed using a global search method called

AMALGAM (Vrugt and Robinson 2007) which allows for

more detailed search for an optimal solution, but at a sig-

nificantly greater computational cost in general. Further

research is needed to extend this framework to allow the

concurrent estimation of hydraulic conductivity, variable

and/or non-uniform hydraulic conductivity, and the inclu-

sion of transport observations as calibration targets.

Acknowledgements The first author is supported as a Graduate

Research Assistant by Los Alamos National Laboratory. The authors

are grateful for the ideas provided by Zhenxue Dai during the early

stages of development of the presented methodologies. Christophe

Frippiat, Toshihiro Sakaki, and Tissa Illangasekare generously

provided data, specifications, and analyses from a synthetic aquifer

experiment utilized in the early stages of development of the

presented methodologies. The authors would also like to thank

Zhenxue Dai, Zhiming Lu, and members of the first author’s Ph.D.

advisory committee (Bruce Thomson, Gary Weissmann, and John

Stormont) for comments and suggestions on early drafts of this paper.

Appendix

Derivation of mean facies length and mean transition

lengths

As demonstrated by Carle and Fogg (1996), mean facies

length can be derived considering two categories. In the

following, we review their derivation and present the der-

ivation of the mean transition length for a 1-D Markov-

chain model.

Considering the definition of an auto-transition rate,

presented in Eq. 12, and the definition of the mean facies

length, presented in Eq. 21, the auto-transition probability

can be related to the mean facies length as

otiið0Þ
oh

¼ rii ¼ �
1

lii

: ð39Þ

Using the definition of a derivative, Eq. 39 can be

expressed as

lim
h!0

tiiðhÞ � tiið0Þ
h

¼ � 1

lii
: ð40Þ

Recognizing that tii(0) = 1 (i.e. probability of an auto-

transition at lag 0 is 1) and assuming a 2-category Markov-

chain model, tij(h) can be expressed as
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tijðhÞ ¼ 1� tiiðhÞ ¼ tiið0Þ � tiiðhÞ: ð41Þ

To consider cases with greater than two categories, the jth

category can represent the union of all categories other than

the ith category. Substituting Eq. 41 into Eq. 40 produces

lim
h!0

tijðhÞ
h
¼ � 1

lii

: ð42Þ

The transition probability can be defined using the one-

location marginal probability pi (facies volumetric propor-

tion) and two-location joint probability pij(h) (Carle and

Fogg 1996) as

tijðhÞ ¼
pijðhÞ

pi
: ð43Þ

The two-location joint probability pij(h) can be defined as

pijðhÞ ¼
TijðhÞ
NðhÞ ð44Þ

where Tij(h) is the number of transitions encountered from

the ith to the jth category at lag h in a particular direction

and N(h) is the total number of lag intervals. Substituting

Eq. 44 into Eq. 43 and dividing by h produces

tijðhÞ
h
¼ TijðhÞ

piNðhÞh
: ð45Þ

As N(h) * h is the total length, pi N(h) h is the total length of

the ith category. Since categories i and j are assumed to be

mutually-exclusive exhaustively-defined categories, Tij(h)

is equivalent to the number of embedded occurrences of

the ith category. Therefore, substituting Eq. 45 into Eq. 42

produces

lim
h!0

TijðhÞ
piNðhÞh

¼

Number of embedded occurences of the ith unit

Total length of the ith unit
:

ð46Þ

Which leads to a linguistic definition of the mean facies

length as

lii ¼
Total length of the ith unit

Number of embedded occurences of the ith unit
:

ð47Þ

The mean transition length can be derived similarly

starting from the cross-transition rate definition presented

in Eq. 12 and the definition of a mean transition length

presented in Eq. 22 as

otijð0Þ
oh

¼ rij ¼
1

lij

: ð48Þ

Using the definition of a derivative, Eq. 48 can be

expressed as

lim
h!0

tijðhÞ � tijð0Þ
h

¼ 1

lij
: ð49Þ

Recognizing that tij(0) = 0 (i.e. probability of a cross-

transition at lag 0 is 0) Eq. 49 can be expressed as

lim
h!0

tijðhÞ
h
¼ 1

lij

; ð50Þ

where tij(h)/h has been defined in Eq. 45. This dem-

onstrates that in a 2-category Markov-chain model, lii ¼ lij;

as presented in Eq. 25. However, in the derivation of the

mean transition length, we are not restricted to

2-category Markov-chain models. Recalling that Tij(h) is

the number of transitions from the ith to jth unit at lag h, lij

can be defined linguistically as

lij ¼
Total length of the ith unit

Number of transitions from the ith to the jth unit
:

ð51Þ

This indicates that lij is the mean length of the ith category

between transitions from the ith to the jth category. This

should not be confused with the total length between

transitions from the ith to the jth category as the lengths of

intervening segments are not considered in the mean

transition length (refer to Fig. 1).
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de Marsily G, Delay F, Gonçalvés J, Renard P, Teles V, Violette S

(2005) Dealing with spatial heterogeneity. Hydrogeol J 13(1):

161–183

Deutsch C, Journel A (1992) GSLIB geostatistical software library

and user’s guide. Oxford University Press, New York

Doherty J (1994) PEST model-independent parameter estimation.

Watermark Computing, Corinda

Fienen M, Kitanidis P, Watson D, Jardine P (2004) An application of

Bayesian inverse methods to vertical deconvolution of hydraulic

conductivity in a heterogeneous aquifer at Oak Ridge National

Laboratory. Math Geol 36(1):101–126
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